SASS: Self-adaptation using stochastic search
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Abstract—Future-generation self-adaptive systems will need to be able to optimize for multiple interrelated, difficult-to-measure, and evolving quality properties. To navigate this complex search space, current self-adaptive planning techniques need to be improved. In this position paper, we argue that the research community should more directly pursue the application of stochastic search techniques—search techniques such as hill climbing or genetic algorithms, that incorporate an element of randomness—to self-adaptive systems research. These techniques are well-suited to handling multi-dimensional search spaces and complex problems, situations which arise often for self-adaptive systems. We believe that recent advances in both fields make this a particularly promising research trajectory. We demonstrate one way to apply some of these advances in a search-based planning prototype technique to illustrate both the feasibility and the potential of the proposed research. This strategy informs a number of potentially interesting research directions and problems. In the long term, this general technique could enable sophisticated plan generation techniques that improve domain specific knowledge, decrease human effort, and increase the application of self-adaptive systems.

I. INTRODUCTION

True software self-adaptation requires the efficient traversal of an expansive and multi-dimensional problem space. Future-generation systems will need to be able to optimize for multiple, interacting, difficult-to-measure, and evolving self-* properties and priorities. While promising, existing solutions tend to consider only one or two properties at a time, assume property independence, fail to consider properties with evolving priorities, or more generally are insufficiently complex to meet the needs of the next generation of self-adaptive software systems. We need more sophisticated solutions to profitably navigate this complex, multi-objective search space.

We believe that a promising research avenue towards such sophisticated solutions lies in stochastic search-based software engineering techniques. Stochastic search techniques are search mechanisms that incorporate an element of randomness; well-known examples include hill climbing and genetic algorithms. Search-based software engineering applies such approaches to a diversity of problems in software engineering [1]. Although there exists promising interest in this area (e.g., [2]–[4]), including a keynote on the subject at SEAMS 2014 [5], and a recently-instated SBSE-SS (for Self-search) track at GECCO [6], there is strikingly little previous work in directly applying such techniques to software self-adaptation, or to software architecture design or evolution in general.

In this position paper, we argue that the time is right to address this research oversight. We believe that applying search-based software engineering strategies to problems in multi-and evolving-objective self-adaptive software systems is both promising and possible. We believe that it is promising because stochastic search-based techniques are particularly well-suited to addressing problems of this form, and because we believe that the combination of these types of techniques will provide unique insights about how to design and implement self-* systems. We believe it is possible because of recent advances that admit the efficient, automatic representation and evaluation of key problems in self-adaptive systems. We substantiate these claims with a proof-of-concept prototype search-based planner, applied to the well-known Znn.com example. This proof of concept demonstrates one way that stochastic techniques can be applied to contingency planning for nondeterministic system behavior, plan improvement, changing utility conditions, multiple interdependent utility conditions, and plans involving complex actions that take time and may fail.

Although we focus primarily on the planning aspect of the self-adaptation loop for the purposes of a concrete discussion, we believe that the space of potential research approaches for SBSE to self-adaptation is quite broad. The design space of self-* software systems inherently involves trade-offs in multiple interrelated and evolving dimensions, including complex notions of time, cost, and non-determinism. We therefore believe that this initial set of ideas holds promise at multiple levels in the space of self-* software systems research.

The rest of this paper proceeds as follows. We begin with motivation, focusing on what is missing from existing knowledge on self-adaptive systems that prevents their full realization as well as the features of the problem space that lend it particularly well to stochastic, SBSE-inspired search techniques (Section II). We then provide background on stochastic search and search-based software engineering to substantiate our claims that the approaches are particularly promising in this space (Section III). We use a prototype search-based planner to illustrate potentially interesting directions in this research area in Section IV. We discuss potential directions for the proposed research program in Section V, and then conclude (Section VI).

II. THE SEARCH SPACE OF SELF-* SYSTEMS

The ideal self-adaptive system is general and flexible, able to optimize for multiple and difficult-to-measure quality properties and respond to changing priorities and evolving constraints. Unfortunately, despite high-level research success in generally characterizing the problem space (including the
MAPE-loop conception of self-* software systems [7] as well as more recent treatments [8]), repeated surveys of the field have found that most existing techniques commonly address only one or two static or independent properties [9], [10].

This approach is inadequate for the next generation of self-adaptive systems. Consider the planning component of the MAPE loop. The ideal self-adaptive planner must be able to adjust to a wide variety of situations. It must be able to adjust from single systems with thousands of configurations, where deterministically searching the configuration search space becomes infeasible [11], to Ultra Large Scale systems, where multiple systems are distributed with complex interactions and different goals [12]. Planners also need to be able to adjust to specific run-time contexts, reconfigurations, new adaptation, and changing system policies [13]. Of course, many planning advances in autonomous systems have been successfully adapted to software [3], [14], [15]. However, while there have been investigations into, for example, goal-oriented plans for self-adaptive systems [16], [17], the complexity of software and environmental interactions have typically prevented previous techniques from applying to many situations [18]. Even adaptable plans [11] are largely unable to adapt beyond specific situations, and are better suited for failure recovery, as compared to optimizing a quality at run-time [19]. Run-time feedback decision-making may help improve system reliability [13], but existing work still tends to only provide guarantees for restricted forms of system goals, or only in specific systems (e.g., [20]), rather than across the full span of possible self-* properties.

These complexities extend beyond those inherent to the existence of multiple quality attributes of interest. Interactions between competing objectives need to be investigated further [10], and objective priorities may change over a system’s lifetime. Beyond this, self-adaptation actions take time, and can fail. Previous research has proposed the automatic workarounds approach [21], [22], which consists of using redundant or similar features to bypass problematic application features. As self-adaptive systems become more complex, multiple different adaptation sequences can be taken to produce similar results for some measurable quality. However, the interactions between failure handling actions and other quality attributes of interest (adaptation sequence cost, for example) can be non-trivial. While these sequences are similar for one quality, they may have vastly different and unknown effects on the whole system of qualities that a designer cares about.

III. Stochastic Search and SBSE

Stochastic search techniques use randomness to avoid some of the limitations and biases of deterministic heuristics. Instead, stochastic techniques only need to be able to evaluate a given solution, and reduce the space by efficiently directing the search toward the higher scoring solutions using well-chosen representation and operators.

In this paper, we argue that the research community should strive to fully adapt stochastic search methods from search-based software engineering (SBSE) to the problem of software self-adaptation. Search-based software engineering applies stochastic search methods to a diversity of problems in software engineering [1], including testing [23]–[25], development process and effort estimation [26], and program evolution and repair [27], [28]. Although there has been previous success and interest in applying such methods to self-* software systems and architectural design or evolution more generally (e.g., [2], [3]), the amount of previous work in this space is remarkably low. Harman’s recent comprehensive survey [29], for example, does not include self-adaptive software in its taxonomy of the SBSE field. However, the survey does note several “overlooked and emerging areas” of direct interest, including on-line optimization, SBSE for non-functional properties, and multi-objective optimization.

At a high level, a stochastic search technique traverses a space of candidate solutions to a problem, which are encoded in an underlying representation. Each candidate is assigned a score based on how close it is to the desired solution, using an objective or fitness function. Typically, solutions that are closer to the goal (have higher fitness) are more likely to be retained to contribute to the search in future iterations. New candidates are created by applying domain-specific operators to previous solutions. Critically, by definition, this process includes an element of randomness, such as in choosing which operators to apply or which candidates to retain. Examples of well-known stochastic search methods in SBSE include hill climbing and genetic algorithms [30].

We believe that these techniques are particularly promising for self-adaptive software systems, for several reasons. Recent work demonstrated the potential of SBSE techniques to solve problems at real-world scale, such as bug repair in large, extant software systems [27], [28]. This has resulted in a body of knowledge on how to scalably manipulate tree-based program constructs in terms of both representation and operator encodings (such as representing candidate program improvements as sets of changes rather than entire solutions [31]). Stochastic techniques have also recently been shown to successfully apply past knowledge to new situations [32], [33], suggesting promise in helping long-running systems evolve in response to new quality objectives or priorities. Stochastic search-based techniques have been useful in developing unusual or unexpected solutions to difficult problems. The results of such techniques may therefore be informative for researchers trying to understand the design space of self-adaptive systems.

Finally, although predicting and measuring hard-to-quantify quality attributes is an open problem, recent advances in probabilistic model checking (see, e.g., PRISM [34]) allows us to quantify expected costs and benefits in a given self-adaptive system or associated modification plan. This is important because it suggests a way to evaluate candidate solutions in unsupervised search. Such tools are especially interesting in this domain because they provide continuous (probabilistic) measures of the quality of a candidate solution. Multi-objective search problems remain challenging, but we believe such tools provide a promising avenue to evaluating candidate fitness, which we demonstrate with our prototype tool, discussed next.
IV. PROOF OF CONCEPT

In this section, we describe a prototype that uses genetic programming (GP) to perform automated, self-adaptive planning in a system with multiple competing, time sensitive, probabilistic quality objectives. GP is the application of genetic algorithms (GA) to search problems involving tree-based solutions (typically programs); a GA is a population-based, iterative stochastic search method inspired by biological evolution [30].

GP uses computational analogues of biological mutation and crossover to generate new candidate solutions, and evaluates solutions using a domain-specific objective, or fitness function. Potential solutions that have a high fitness score are more likely to be randomly retained into future iterations, both alone, modified slightly (via mutation), or in combination with other potentially partial solutions. We demonstrate the use of a probabilistic model checker as a fitness function, enabling the exploration of a complex multi-dimensional search space with evolving, conflicting, and interacting quality objectives. The current version of the planner creates plans offline (not in real-time) in attempt to better understand optimal plans for complex situations. Later version of the planner may handle real time contexts.

We begin by introducing the case study system (Section IV-A) and outlining our approach and its implementation (Section IV-B). We then investigate three candidate planning scenarios.

A. Znn.com

Znn.com is a scenario self-adaptive architecture for a news website [35] commonly used in adaptive systems research [36], [37]. The system consists of a three-tiered architecture: databases store content which servers present to client-facing machines. Znn.com has three main quality aspects—response time, operating cost, and content resolution—and can modify its underlying configuration in response to changing environmental conditions.

For the purposes of this example, we select the following initial settings for the system:

- Operating cost is 30; response time is 20s.
- There are two server locations (S1 and S2), both initialized with two servers. Each must host a minimum of one server and a maximum of four.
- There are two databases, DB_A and DB_B both of which start in single-threaded mode and can increase to a maximum of five threads. Thread count cannot be decremented.
- Data is initially transmitted at high fidelity/resolution; we assume for simplicity that data fidelity is consistent across all servers.

The basic adaptation actions available for this system, with pre- and post-conditions, are listed in Table I. If an adaptation fails, the failure penalty is added to the plan execution time (“Time”, in the table), and the rest of the system remains the same. The adaptation effects are selected to represent a hypothetical situation, but could correspond to data collected from a real deployment in future investigations.

In planning to adapt this system, then, there are four potential quality attributes of interest: system cost, system response time, content fidelity, and adaptation time (the time taken to execute the plan itself).

B. Genetic Algorithm Planning for Znn.com

We built a planner using the Java Genetic Algorithm Package (JGAP) [38], a framework that provides genetic programming capabilities. Candidate solutions are represented as trees following the grammar shown in Figure 1. The
Basic actions are listed in Table I. This grammar is a simplified form of existing strategy specification languages, such as Stitch [39]. Those basic actions may be composed via two control actions, listed in Figure 1, which allow for both control flow and sequencing. Figure 2 shows a simple example plan.

We use PRISM [34], a probabilistic model checker, to evaluate candidate fitness. We performed 100,000 PRISM simulations for each candidate plan, and computed the fitness of each run according to an experiment-specific metric (assigning varying weights to different quality attributes). The plan’s fitness is the average of the 100,000 scores. Infeasible plans, such as a plan that attempts to add too many servers to a location, and plans exceeding a fixed branch depth of 20, receive a fitness score of 0. The branch depth limit serves to control code bloat, a known concern in genetic algorithms [40]. Generating infeasible plans does not cause significant overhead for the system, which is dominated by fitness function execution (infeasibility checking, by contrast, is a quick operation).

A genetic algorithm iterates over populations of individual candidate solutions, which are randomly modified and recombined using mutation and crossover operators. The individuals in the initial population may be generated randomly or seeded from a starting plan; we take the latter approach in our investigations. In this prototype, only basic actions may be mutated, and they may be replaced by any other basic action from Table I. Crossover creates new candidate plans by combining partial solutions from two other candidate plans, and may be applied at any point along two trees (including at control actions). We defer to the underlying JGAP engine to set reasonable parameters for values such as mutation and crossover rates, selection tournament size, etc; we leave investigation of tuning such parameters for future work.

C. Improving an inadequate plan.

Using the approach just outlined, we first investigate whether the stochastic search-based planner can, in fact, improve a low-quality plan by optimizing for a multi-parameter fitness metric. We provided a fitness metric that strongly weights response time, with equal weight given to cost, content quality, and plan execution time. Figure 3 shows a low-quality starting plan, with a correspondingly low fitness according to our metric.

Figure 4 shows a simplified version of one result from the planner (note that population-based algorithms may generate many acceptable candidate solutions). This plan attempts to reduce text resolution, add a server at each location, and then increase the database B threads. This sequence of adaptations is very sensible in light of the provided metric, which strongly prefers a minimal response time. Indeed, the initial sequence achieves the maximum reduction in response time (from 20 to 1). The interesting complexity emerges from the use of non-deterministically successful actions and a probabilistic model checker, which led the search to include multiple failure handling branches: if the initial sequence fails at virtually any
E. Planning for evolving quality priorities

Priorities may change over a system’s life-cycle, and thus plans may need to change as well. In our final investigation, we started with the plan in Figure 5 (recall that this plan was generated via a metric that favored reduced cost and response time equally) and provided a metric that favored reduced cost and response time strongly over the other two factors. The starting seed quality starting plan (results not shown), and is similar (but not identical) to the plan produced for the metric that very strongly favors response time (above). Like that plan, this plan consists of a sequence of actions that maximally reduce response time, with repeated reattempts in case of failure. Unlike the plans generated from the inadequate starting plan, this one starts with an increase in DB_A threads. Because of the way crossover and mutation is applied, this action is almost certainly retained unmodified from the initial plan that optimized for cost. This action has a positive impact on response time and no impact on cost, and thus the search is not incentivized to replace it. This example is a clear demonstration that the individual actions are composable with respect to the objective function, substantiating our claim that the shape of the problem is a good match with the assumptions behind this (and many) stochastic search techniques.

V. RESEARCH IMPLICATIONS

Our initial investigations serve as a proof-of-concept of the promise of combining of advances in probabilistic model checking and stochastic search-based software engineering techniques to fully explore the quality and configuration trade-offs in one aspect of self-adaptive system design and implementation. This proof of concept raises interesting questions, with suggestions for both immediate future work and a longer-term research agenda combining these two fields.

Plan modeling. These results have possible implications for both plan behavior modeling and expressiveness. For example, when optimizing for system response time, our search-based planner aggressively accounted for failures via repeated branching sequences of adaptation actions. This is consistent with the way failures were modeled in the system: as independent actions which always had the same chance of succeeding. By performing the action multiple times, the action was likely to eventually succeed. However, action failure is not always independent. If adding a server to location 1 fails the first time, the next attempt to add a server at that location may be more likely to fail, or may always fail until the issue is resolved. Thus, more realistic results may be obtained by increasing the failure rate if the action previously failed, and accounting for these modifications in the model itself.

The planner could also be adjusted to provide alternate recovery options when an action fails and then allow the execution engine to decide if redoing the action is likely to fail. These results also support the value of including looping constructs in plan generation (such as is available in PDDL), and accounting for such loops in the model.

Unexpected interactions. One drawback to stochastic search-based techniques is that it can be difficult to explain the progression to a final result. On the other hand, their results can sometimes be interestingly unexpected. For example, as expected in a multi-objective search, our prototype generated different plans to achieve different goals. The differences in the results produced by the cost- and response time-focused
metrics are interesting because they demonstrate by example certain interactions between the two metrics as they relate to system planning and modification. While the differences between the plans was expected because of their different goals, the difference in the number of branches was unexpected. By studying such results, we can gain insight into previously unexamined interactions and features of the systems and search spaces in question. Stochastic search-based techniques can be used to quickly generate a wide diversity of different plans, configurations, or systems architectures with a variety of different quality attributes, and by examining large numbers of examples optimized to different outcomes, interesting features of property interactions (for example) may emerge that are difficult for humans to derive from first principles, even for small systems.

Stochastic search implications. Different stochastic techniques will likely be useful in different situations. Other research areas (such as computational biology) have explored the specific use cases that are appropriate for particular stochastic techniques in their domain. Truly multi-objective search techniques (such as NGSA-II or island-based GP) may be particularly beneficial in a search problem with multiple quality objectives. More work may be necessary to understand the implications (and the best ways to deploy) probabilistic fitness functions.

To understand how stochastic techniques can be applied, it would also be helpful to know how the techniques perform under different conditions. Past results have implied that certain techniques may be better for planning compared to optimizing [15]. However, a recent study successfully used genetic algorithms to adapting mobile application configuration [3], in a reasonable amount of time. The study mentions that the low ratio of feasible plans to possible adaptation combinations may greatly influence algorithm speed. Future studies could investigate how much this ratio, or other factors such as the clustering of feasible plans, affects the application of stochastic techniques to self-adaptive systems.

Leveraging diverse populations. Stochastic search techniques have shown promise for creating artificial diversity, potentially reviving the research promise of N-variant systems [41]. Diverse populations optimized for the same quality attributes (but with different configurations!) may suggest mechanisms for creating more robust systems by varying the attack or failure surface. Many population-based stochastic techniques, such as genetic programming, can be used to increase the fitness of populations of plans over time, suggesting techniques for easing reconfiguration of large sets of systems in response to new adaptations or large-scale modifications.

Interactions between MAPE components. There is still much to learn about how the different sections of the MAPE loop interact. One possibility is plans which take into account feedback from the monitor (similar to what is done in Stitch [39]). The generated plan may try an adaptation for a specific period of time and if the adaptation is not working as expected, the system will revert back to the original state to try something else. Only further investigation into these areas will allow us to fully take advantage of these beneficial interactions.

Human trust. One current problem with self-adaptive system plans is that system maintainers do not always trust generated solutions [42]. If a system begins to perform an unexpected set of actions, which may be more likely with stochastic planning techniques, a system’s maintainer could easily misdiagnose a better plan as the system misbehaving. Future research needs to investigate how stochastic planners can convince human maintainers of the correct course of action when necessary. If guarantees can be provided by a planner, those guarantees can also be used to confirm the system is not misbehaving. Future research should investigate how to effectively communicate the rational behind automatically-generated self-adaptive system plans.

VI. Conclusion

The promise of software self-adaptation is the ability to deploy complex and versatile systems that can dynamically respond to changing conditions and goals. This can only be achieved by understanding how to accurately respond to changing conditions. Stochastic techniques, previously lightly explored when applied to self-adaptive systems, provide a way to greatly increase our knowledge in this area, while also providing greater flexibility in how to design and implement system changes. Both fields have advanced sufficiently to make this a particularly promising time to explore their intersection: SBSE techniques can be applied to large systems with similar problem domains, and modeling techniques can help predict and quantify self-* system behavior. We believe that multiple benefits can be gained by investigating how stochastic techniques apply to self-adaptive systems, including how quality attributes and adaptations interact and how systems can adapt to more diverse situations. As we further our knowledge of how to apply stochastic techniques to self-adaptive systems, we will help make wide-spread use of self-adaptive systems a reality.
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